Demystifying Statewide Standardized Assessments

Developing High-Quality Assessments and Items

By Michelle Croft, Hailly T.N. Korman, and Titilayo Tinubu Ali

APRIL 2023
Overview

While K-12 students take many kinds of assessments (also called tests) for different purposes, the statewide standardized assessments used as part of annual federal accountability for schools often receive the greatest public scrutiny.

Statewide assessments measure what a student knows and can do. They are based on what schools are expected to teach for that grade level or content area within each state — and they can play a valuable role in improving education. Through comparable and consistent data, they allow decision-makers and educators to better understand how the education system is serving students, particularly historically marginalized students, including students of color, English learners, and students with disabilities. Test scores help educators identify students’ strengths and areas of needed support to guide changes in instruction, inform large-scale instructional decisions (for example, identifying gaps in a district’s curriculum), and measure how much a student has learned in a full academic year. These scores can also provide information about the effectiveness of instructional programs and other student supports to help state and district leaders and policymakers direct resources to schools and student populations.

Due to the complexity of assessment development and uncertainty around how scores are reported and can be used, statewide assessments can seem mysterious to some policymakers, educators, parents, students, and the general public. We developed six briefs to provide an overview of the test development process — from the initial stages of assessment design to the final process of scoring and reporting results — to help readers improve their understanding of how statewide assessments are developed and used. These briefs are organized by six topics:

1. What Statewide Assessments Are Designed to Measure
2. Ensuring That Assessments Accurately Measure Academic Standards
3. Developing High-Quality Assessments and Items
4. Ensuring Comparability Across Administrations
5. Making Assessments Accessible for Students With Disabilities and English Learners
6. Reporting Assessment Scores

WHAT ARE SUMMATIVE ASSESSMENTS?

Different tests have different purposes. State assessments are one type of summative assessment because they are administered to measure what a student has learned relative to what students should have been taught over the course of a school year. State summative assessments also can inform large-scale instructional decisions, such as identifying gaps in a district’s curriculum, and measuring how much a student has learned in a full academic year.

While these briefs focus on statewide summative assessments, we also acknowledge the importance of other types of assessments that may be included in a state’s assessment system, including formative and interim assessments.¹

Note: Throughout the six briefs, we use the terms “test” and “assessment” interchangeably.
Developing High-Quality Assessments and Items

Test developers have a thorough process for designing tests and items (commonly referred to as the test’s questions). The process includes rigorous educator reviews through the development process to help improve the tests’ and items’ quality.

Key Takeaways

- Effective assessment development starts with a plan and blueprint.
- Educators who are experienced experts in their fields write the test items based on guidelines and instructions provided by test developers.
- Every test item undergoes an extensive review process by diverse groups of internal and external experts, including educators.
- Test development involves a comprehensive bias and sensitivity review process to ensure every item is reviewed and evaluated, resulting in a fair and appropriate assessment of student learning.

High-quality assessment development and item writing are essential components to produce fair, unbiased tests that provide useful information. Test items are what a student sees and responds to on the test and are often written by current or former teachers.

How do test developers create a high-quality assessment?

To develop a high-quality assessment that is fair, unbiased, and useful, test developers start by creating a plan for testing. The plan includes information about:

- The assessment’s purpose.
- How the scores may be used (e.g., to inform instruction or as part of an accountability system).
- The types of items on the assessment (e.g., multiple-choice items or written responses).
- The types of accommodations offered to English learners and students with disabilities.
- The administration mode (e.g., paper and pencil or computer-based).
- (If on computer), whether students will see items sequentially (fixed form) or based on their answers to previous questions (adaptive).
It’s important to have a diversity of voices in the planning stage to create an assessment that better meets the needs of students. For example, having discussions about the inclusion of students with disabilities early in the design process helps to build a more accessible assessment by avoiding items that may present accessibility challenges.4

The test developer, in partnership with the state, creates a test blueprint based on the plan. The blueprint identifies what will be assessed, the types of items that will be used, and the number or percentage of items for each content area on the test.5

Many decisions are made in creating the plan and blueprint that will influence other test development decisions and activities, presenting trade-offs that impact the utility of the scores and student experiences during testing. For statewide assessments, the blueprint generally is not changed over time to allow for comparisons of scores across years.6

**What steps do test developers take when deciding how to structure a test?**

1. **Decide what content will be tested.**

The blueprint specifies the types of content to be tested based on the state’s academic content standards.7 Test developers do this for two reasons:

- To make sure students are being tested on material that they should have been taught.
- To ensure that the test covers the depth and breadth of the standards being measured.8

2. **Decide what types of items should be used.**

The two most common item types for standardized tests are **selected-response** (e.g., multiple-choice) items and **constructed-response** (e.g., written-response) items. There are trade-offs associated with the choice of item type.9

The most common selected-response items are multiple-choice or true-false items. An advantage of selected-response items is that they generally take less time to respond to, so the test can cover more content within a shorter amount of time. They are also efficient in the time and cost to score. Disadvantages of selected-response items include limitations in representing the variety of ways students may show their knowledge. In addition, selected-response items are also open to guessing and do not allow for students to demonstrate partial knowledge when scoring only allows for correct or incorrect responses.

Common constructed-response items include short answer items or essays. The advantages of constructed-response items are that they allow students to demonstrate knowledge in different ways and tend to be more complex. Disadvantages of constructed-response items include that they take longer to respond to and take longer to score. Moreover, as these items tend to be more complex and take more time to respond to during testing, students are more likely to skip these items altogether.10
How are items written to be fair and unbiased?

Once the test developer designs the testing plan and blueprint, item writers develop items that match the blueprint. Effective item writing is important to ensure that tests are fair and unbiased. Item writers are subject-matter experts and are typically current or former classroom teachers. This experience ensures item writers are familiar with state content standards and expectations for students at different grade levels.

The item writers create the directions, the prompt, and the answer options and select any stimuli the student will see and respond to. For instance, for a reading assessment, a student may be asked to read a passage and respond to questions about it. The item writer would identify a passage, then write a set of items to accompany the passage. Similarly, for science assessments, a stimulus may be graphics or data that accompany the item.

Test developers provide item writers with tools to focus the items on the content the test is trying to measure and reduce the potential for bias (i.e., by systematically over- or under-estimating performance) for students bringing different background knowledge to apply based on a range of different identity attributes (e.g., race, ethnicity, gender, disability status, geographic location, language proficiency, and/or socioeconomic status). These ranges of identities are another reason why having a diversity of perspectives during the test development process is so important.

One tool is an item writing guide, which provides general instructions to the item writers. The item writing guide may include information about content, formatting, and style as well as advice on things like avoiding trivial content and keeping vocabulary similar. The goal of the item writing guide is to increase the quality of the items by reducing irrelevant or distracting information so that students focus on the content that is intended to be assessed.

Another set of tools are item specifications or task models. These tools are used to define important characteristics of an item and what the particular item should be assessing. The item specifications or task model may provide information to the item writer on what types of skills the particular item should focus on. It may also provide boundaries for the type of content to not include in the item.
How does the test developer ensure items are high quality?

Each item goes through a rigorous review process to ensure quality with a focus on producing fair and unbiased questions. At each stage in the review process, test development staff may edit the items to fix any deficiencies. If an item is flagged and cannot be appropriately edited, it may be removed altogether.

Internal Reviews
The first stage is an internal review process. In this stage other test development staff, who are also subject-matter experts in the content area, review items for accuracy and clarity. Editors also review items for clarity, consistency in the answer options, and compliance with the testing program’s guidelines (e.g., capitalization and punctuation rules). These reviews help to ensure that items are accurate and comply with the item writing guidelines and item specifications.

External Reviews
After internal reviews, items go through content and bias reviews. The reviews are conducted by panels of experts, typically current classroom teachers or district instructional staff, who did not write the items. The panels are selected to be diverse, both demographically (e.g., race/ethnicity, geography) and in terms of work experience (e.g., teaching different student populations). Facilitators train the panelists using fairness guidebooks that are developed in partnership with staff from the state’s department of education. Panelists then review items to ensure that the content is accurate and to look for potential bias in the items.

One source of bias that reviewers are vigilant about is sensitive topics. For instance, in Florida, bias reviewers are specifically instructed to flag items about hurricanes or wildfires, as they could be “offensive or distracting” to students. Panelists also look closely at how different racial/ethnic groups are portrayed. The Florida panelists are asked to review items to see if the portrayal of any group is “demeaning, offensive, condescending, or insensitive,” if stereotypes are used, or if any group is included too much or too little.

Field Testing
Once the items have been reviewed by experts both internal and external to the testing organization, the items are “field tested” with students. Field testing items means that students complete the items during a typical administration of the test, but the results from that item are not used to calculate the students’ test scores. Often, items are embedded into a test so that students generally do not know which items are being used to calculate their score. If items are revised, they are often field tested again with students.
**Item Statistics**

The field test provides the test developer with data to determine if the items should be revised or excluded from the item pool. Field testing items also provides developers with data to inform how the items could fit within the test blueprint. These statistics are regularly computed each time the item is administered.

One statistic that is calculated is the item’s **difficulty**. Difficulty represents how easy or hard an item is for students to answer correctly. The test developer will review the item difficulty to ensure that the items are not too easy or too difficult. For instance, if every student answers an item incorrectly, the item may be too difficult and should be revised or removed. The test developer will also review the difficulty levels to make sure items fit within the target difficulty ranges for the blueprint.

A second statistic is the item’s **discrimination**. In this context, discrimination means how well the item differentiates among students based on how well students know the material. In testing, discrimination is a valuable property of a test item. It is measured on a 0 to 1 scale. An item with high discrimination (i.e., close to 1) is one where high-performing students answer the item correctly and low-performing students answer the item incorrectly. This means that items with higher discrimination values do well at identifying students who know the content compared to students who do not know the content. If an item has a low discrimination value (i.e., close to 0), it cannot identify students who know or do not know the content. The item might be too easy, or a previous item might inadvertently provide the answer, enabling nearly all students to answer it correctly. When an item has a low discrimination value, the item is checked to make sure that the answer key is accurate and the content of the item is correct.

A third statistic is **differential item functioning** (DIF). DIF occurs when students from different groups (e.g., gender, race/ethnicity, disability status) have similar levels of ability on what is being tested but have different responses to a particular item. This means that students of different groups expected to answer the item similarly, based on their responses to other items, offer different answers instead. DIF analyses are a further check to make sure that a test is fair for all students.

If the analyses flag an item for potential DIF, the test developer, and in many cases educators, review the item to see why it may be functioning differently for certain groups of students. If the item is reviewed and there is not a plausible explanation for the difference in responses, the test developer may continue to use the item. If the review identifies an issue with the item, the item may be revised or dropped from the item pool entirely.

It should be noted that writing items is not a one-time process. Items may be reused for multiple test administrations until they are eventually retired. New items are continually developed to refresh the item pool. Each item goes through this review process, beginning with the test developer’s internal reviews through analyzing the data after students take the test. The process provides a safeguard to ensure that the item is fair and unbiased.
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