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Introduction
It is a Tuesday morning in early November. In a ninth-
grade Language Arts class, Ms. Lopez moves between 
desks as students craft a science-fiction story set in the 
year 2050. She kneels beside Mateo, who sits in front of 
an artificial intelligence (AI) writing tool. “I have ideas,” 
Mateo whispers, “but the words won’t come out.” A few 
feet away, Jada toggles between her notebook and the 
AI tool that generates quirky what-ifs. Each suggestion 
sparks a fresh question, a scribble, and a playful mash-
up that Jada weaves together. Across the room, Laila 
copies and pastes the first written idea she generated 
with the same AI tool. The writing is polished and error-
free, yet when Ms. Lopez asks a follow-up question, Laila 
struggles to explain the reasoning in her own words. 
In just a few minutes, the same AI tool has enabled 
divergent outcomes: one student immobilized by the 
blank page, one invigorated with curiosity, and another 
bypassing the challenge altogether. These tensions, 
between motivation and disengagement, support and 
shortcut, creativity and compliance, are not new. But 
AI reshapes and magnifies them in subtle ways that 
demand urgent attention.

Scenes like this unfold in classrooms every day, with or 
without AI. Yet, today’s stakes are high. According to 
the 2024 National Assessment of Educational Progress, 
40% of fourth graders and 33% of eighth graders 
performed below basic in reading, while 24% and 39%, 
respectively, did so in math.1 COVID-19 pandemic 
disruptions compounded long-standing inequities,2 and 
as federal relief funds wind down,3 enrollment declines,4 
and the federal landscape shifts,5 students and teachers 
face mounting pressure with fewer resources.

Into this moment enters generative AI (GenAI),6 a tool 
that promises efficiency and customization for teachers 
and students alike but also carries risks of dependency 
and detachment. When deployed well, AI could reduce 
administrative burdens, personalize supports, and 
generate insights that guide strong relationships.7 But 
when used indiscriminately, it may erode cognitive 
effort, weaken instructional judgement, and displace  
the very relationships that fuel learning.

AI is rapidly advancing (Sidebar 1). Yet, its development 
does not override cognitive science and pedagogical 
research showing that students learn when they are 
challenged, supported, and given opportunities to 
reflect. This dynamic, often called ”productive struggle,” 
remains fundamental in learning. When students engage 
in tasks that are just beyond their current mastery, 
supported by timely feedback and opportunities to 
iterate, they build knowledge, resilience, and agency. 
At the same time, AI invites a revisit of what productive 
struggle should look like in a technology-rich world. 
Not all friction may be inherently beneficial, and not 
all ease may be harmful. In some cases, AI may reduce 
surface-level barriers, such as organizing initial ideas 
or decoding, freeing up students to spend more time 
exploring, revising, and persisting. AI-facilitated ease may 
unlock curiosity, extend time-on-task, or enable students 
to reach cognitive depths they may not previously have 
accessed. 

Rather than asserting that learning must be a certain 
way, the better question becomes: when does ease 
enable greater learning, and when is ease a shortcut 
with a hidden cost? The answer may vary by age, 
developmental stage, content area, prior knowledge, 
motivation, and relationships. It may also depend on the 
context in which learning occurs, whether students feel 
safe, supported, and capable of taking risks.

Teachers seek to calibrate this balance by scaffolding 
questions, pacing instruction, and offering “just-right” 
guidance to help students navigate complexity without 
becoming overwhelming. AI changes the dynamics of 
that orchestration, raising new questions for educators, 
system leaders, and tool developers: how much 
cognitive effort should AI alleviate, and how much must 
it intentionally preserve? What guardrails ensure that 
adaptive supports do not drift into over-scaffolding? And 
how does this technology evolve what comprises the 
critical skills necessary for human development? 
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Addressing these questions cannot fall solely on the 
shoulders of students or teachers. It is human nature to 
favor ease, and many tools — especially those designed 
and incentivized to scale quickly — are built to please 
users, not necessarily to preserve what is most essential 
for long-term and holistic student development. While 
schools and system leaders play a critical role, the 
complexity of the market and the pace of technological 
change make it difficult to know where responsibility 
ultimately lies, raising the risk that this becomes a 
hidden problem without a clear owner.

This report aims to change that. It moves beyond 
polarized debates of “is AI good or bad?” and instead 
dwells in the murkier, more consequential space where 
nuance lives. By weaving together evidence from the 
science of learning, capabilities of emerging technology, 
and early empirical research, this report explores 
the blurry boundaries where AI can amplify effective 
teaching and learning, and where it risks undercutting 
them.

The goal is not to pick sides; rather, it is to illuminate 
the design, research, and implementation choices 
that will determine how and whether AI eases or 
impairs the kind of productive struggle that cultivates 
lifelong learners. Students’ futures hinge not just on 
their ability to prompt, produce, and retrieve, but on 
their ability to think critically, engage, and discern. 
Collectively, education leaders, funders, policymakers, 
and researchers must hold the tensions and center 
students like Mateo, Jada, and Laila, whose futures will 
be shaped not just by the tools they use, but also by 
how and why they use them.

SIDEBAR 1

Recent Developments in AI

Recent advancements in AI mark a significant shift in 
the technology’s capabilities, with major implications 
for education. Advanced reasoning models employing 
chain-of-thought reasoning have emerged as a new 
standard,8 allowing AI to tackle more complex and 
higher-order tasks and generate nuanced and accurate 
outputs, all without needing increased computational 
resources. 

Concurrently, agentic systems — composed of 
autonomous AI agents capable of acting independently 
— have rapidly evolved, enabling applications that 
autonomously execute tasks, interact with computer 
systems, and even collaborate to solve problems.9 
The integration of advanced reasoning and agentic 
capabilities has also birthed Deep Research models10 
capable of performing complex, knowledge-based 
tasks with near-expert levels of accuracy.11 These 
technologies, particularly when combined with robotics 
and multimodal capabilities (e.g., vision12 and voice), will 
transform educational practices, though the concrete 
benefits or drawbacks are not yet clear.

Additionally, China has emerged as a major player in 
AI with cost-effective training innovations that enabled 
DeepSeek’s R-1 model.13 The resulting pressure and 
global competition will create strategic implications for 
education in terms of national security and workforce 
preparedness. As AI rapidly progresses toward even 
more sophisticated capabilities — including the eventual 
advent of artificial general intelligence14 capable of 
performing intellectual tasks on par with humans —  
both the challenges and opportunities of mindfully  
and responsibly integrating AI into education will 
continually evolve.

https://bellwether.org/
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From Struggle to Mastery  
WHAT THE SCIENCE SAYS

Although known by different names throughout the literature (e.g., desirable difficulties,15 zone of proximal 
development16), productive struggle generally refers to “the process of engaging with challenging tasks or problems 
that require effort, critical thinking, and persistence to solve,” and typically includes running into obstacles, making 
mistakes, and experiencing discomfort — all while still working toward a solution.17 Notably, no matter the name, 
researchers have identified that there must be an element of appropriateness.18 In other words, the struggle must 
be productive, the difficulty must be desirable, and the zone of development must be proximal; the task should be 
something the student may not be able to do independently but can reasonably accomplish with support. Struggle for 
struggle’s sake can deter learning.19 However, when appropriately tailored to the student’s capability level, the struggle 
can enhance the cognitive processes critical to learning. 

While there are many cognitive factors that contribute to learning, this first section of the report focuses on four  
broad components: memory and information processing; attention and engagement; motivation and mindset; 
and metacognition and self-regulation. These components have been identified by psychologists who, over the past 
century, have investigated what learning is and how to amplify it. They were driven largely by major political events 
and technology developments (e.g., the Cold War, the rise of personal computing), as well as the resulting need for 
people who can understand and solve complex problems.20 The current moment is remarkably similar: The U.S. is once 
again faced with major political change, technological milestones, and the need for students who can solve even more 
complex problems. A review of what cognitive science has already identified as the critical components of learning 
provides a foundation for understanding how AI might amplify or weaken students’ future skills. 

A review of what cognitive science has already identified as the critical components of learning 

provides a foundation for understanding how AI might amplify or weaken students’ future skills.

https://bellwether.org/
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Memory and Information 
Processing

What Is It?
One reason why AI, despite being just a very advanced 
computer, can mimic human performance is that at its 
core, human cognition is an information-processing 
system — albeit an incredibly intricate, complex, and 
fast one. When humans encounter new information, it 
flows through three states of memory: from sensory, 
to working, to long-term memory.21 The process of 
learning sits between the working and long-term 
memory stages, during which information is organized, 
connected to other pieces of information,22 and 
encoded into schemas of prior knowledge that students 
will reference in the future as they absorb new pieces of 
information.23 

How Does Productive Struggle Enhance It?
The process of encoding information into long-term 
memory is difficult and effortful in part because the 
working memory has limited capacity and duration.24 
If there is too much new information to encode, or 
the new information is too complex, then some of 
the information is lost (i.e., not learned). However, 
there still needs to be some engagement, which 
often means struggle: research shows that actively 
processing information through recalling it, organizing 
it, connecting it to existing knowledge, talking about it, 
and practicing it leads to stronger encoding and better 
long-term retention.25 In this case, productive struggle 
occurs when the working memory has an appropriate 
amount of information to process and students are 
actively wrestling with that information to encode it for 
their long-term memory. Once the student has encoded 
the new knowledge, then the struggle becomes 
retrieving that information from long-term memory to 
use and apply it.26 

Attention  
and Engagement

What Is It?
Attention is difficult to define27 but can be thought of as 
the cognitive mechanism that selects which information 
to focus on and which information to ignore.28 It is a 
prerequisite to learning: A student must pay attention 
to information in order to process and learn it.29 
Moreover, human attention is limited, and learning 
requires sustained attention (i.e., focus).30 If a student’s 
attention is divided (i.e., unfocused), the information 
may never fully enter working memory, and thus may 
not be learned.31 Relatedly, engagement refers to ways 
of capturing and keeping students’ focus.32 The more 
engaged a student is with the classroom, educator, or 
material, the more attention and focus they are giving 
it, and the more information they will be able to absorb, 
process, and encode.

How Does Productive Struggle Enhance It?
The appropriate level of challenge is key to keeping 
students’ attention; without enough of a challenge, 
learners become bored and lose focus. Psychologist 
Mihaly Csikszentmihályi proposed the concept of 
a “flow” zone, where a task’s difficulty level is high 
enough to challenge a student’s competencies, but not 
so high that they become discouraged and therefore 
disengaged.33 Research has also shown that children 
can practice sustained focus and build their “cognitive 
endurance” by doing more challenging tasks in shorter 
bursts.34 By calibrating a challenge so it is high but 
manageable, productive struggle places students in the 
flow zone — maximizing sustained attention without 
tipping into boredom or overload. Thus, struggle-driven 
tasks are powerful because they naturally capture and 
hold a student’s focus.

https://bellwether.org/
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Motivation  
and Mindset

What Is It?
Motivation can be defined as an internal condition 
that “arouse[s], direct[s], and maintain[s]” students’ 
behavior toward learning goals;35 motivation affects 
whether students choose to learn. While there are 
several related theories, two influential frameworks 
are the self-determination theory and the expectancy-
value theory. In the former, motivation is either intrinsic 
or extrinsic.36 Intrinsic motivators come from within a 
student, are linked to an inherent satisfaction with doing 
a task, and are associated with deeper engagement 
and learning.37 Extrinsic motivators are not linked to 
inherent satisfaction and stem from expectations of the 
external environment; as a result, they are mainly useful 
in the short term.38 In the expectancy-value theory, 
self-efficacy (whether an individual believes they have 
the skills to succeed at the task) and task value (how 
worthwhile a task appears to be) are the two factors that 
motivate a student to learn.39 

How Does Productive Struggle Enhance It?
In the self-determination theory, a student’s success 
after an appropriately challenging task produces 
a sense of accomplishment that boosts the self-
satisfaction underlying intrinsic motivation.40 Essentially, 
productive struggle increases an individual’s intrinsic 
motivation to learn, creating a virtuous cycle of learning. 
In the expectancy-value theory, motivation plays 
more of a role in determining whether a struggle is 
productive: not only does increased self-efficacy and 
task value (and therefore higher overall motivation) lead 
to a greater likelihood of persisting through struggle, 
but self-efficacy is also related to a student’s mindset.41 

Students with a “growth mindset,” who believe they 
can grow their self-efficacy, are more likely to see a 
struggle as productive.42 In turn, they are not only more 
likely to persist, but also more likely seek out productive 
struggles and reap the associated learning benefits.43 

Metacognition
and Self-Regulation

What Is It?
Metacognition is the ability to think about and manage 
one’s own learning. It involves planning how to approach 
a task, keeping track of progress, and reflecting on what 
did and did not work, while also being aware of how 
emotions, motivation, and the learning environment 
affect that process.44 The skill involves two components: 
knowing about cognition (e.g., knowing “how to study” 
and where one’s strengths lie) and self-regulation  
(e.g., being able to question oneself through 
reflection).45 Metacognition is key to students’ ability to 
accurately calibrate their knowledge and take a strategy 
they learned in one context and apply it in a new 
context.46 Students with strong metacognitive awareness 
tend to be better at judging what they do and do not 
know, which means they can both leverage their prior 
knowledge more effectively and study more efficiently  
by spending time on the material they have not 
mastered.47 

How Does Productive Struggle Enhance It?
When students face a challenging problem, it forces 
them to slow down and become more aware of their 
own understanding (or lack thereof). Research indicates 
that struggle helps students learn more effectively by 
prompting self-questioning and strategy adjustment.48 
Concurrently, students with higher metacognitive skills 
may also recognize when their struggle is productive, 
understand the benefits of persevering, and choose 
appropriate strategies to navigate a challenge.49 
Students might think, “This is hard, but I can figure it  
out or learn from it,” rather than, “This is impossible,  
I give up.”

https://bellwether.org/
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These four cognitive components of learning do not 
exist in isolation; each process or skill contributes to 
and reinforces the others. For example, engaging 
students in tasks that involve productive struggle 
requires sustained attention and engagement, which 
in turn facilitates effective memory and information 
processing by ensuring the student actively wrestles 
with new information, enhancing its encoding 
into long-term memory. Successfully overcoming 
appropriately challenging tasks boosts students’ 
motivation and mindset, fostering greater self-efficacy 
and intrinsic motivation for future learning challenges. 
Throughout this process, students practice and 
develop metacognitive and self-regulatory skills as they 
become more aware of their own understanding, adjust 
strategies, and reflect on their learning experiences. 
In other words, enhancing one cognitive component 
through productive struggle naturally supports growth 
across the other components.

Given the role of productive struggle 

in boosting cognitive skills, AI’s role 

in accelerating or weakening learning 

largely rests on how well it can turn the 

dial of productive struggle up or down 

to maximize students’ cognitive activity.

https://bellwether.org/
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The Possibilities 
AI’S ROLE IN SCALING PRODUCTIVE STRUGGLE

Productive struggle enhances learning by amplifying cognitive processes, but what counts as “productive” effort 
varies by individual students. High-quality educators can often recognize when students are overwhelmed, struggling 
productively, or need more challenge, and can differentiate instruction or assignments accordingly. However, scaling 
differentiation is difficult when educators lack capacity and materials — which is where AI can help. Given the role of 
productive struggle in boosting cognitive skills, AI’s role in accelerating or weakening learning largely rests on how 
well it can turn the dial of productive struggle up or down to maximize students’ cognitive activity. Below are some 
situations where AI models and AI-powered tools can either enhance or inadvertently hinder the cognitive processes 
essential for learning.

Cognitive Component Scaling Productive Struggle Scaling Problematic Practices

Memory and 
Information  
Processing

AI-powered tools could incorporate 
effortful memory strategies like  
retrieval practice (also known as forced 
recall),50 spaced repetition (studying 
topics over time),51 and interleaving 
(weaving multiple topics within a single 
learning session). For example, an AI 
“study buddy” could track a student’s 
memory retention rates and dynamically 
schedule review sessions when they 
begin to forget critical content, thereby 
continually revisiting the encoding 
process over time to maximize 
retention. 

Without appropriate safeguards, 
AI-powered tools can reduce the 
processing needed to encode and 
learn information by giving students 
the answer or a summary of information 
right away. In the short term, this will 
lead to superficial memorization rather 
than deep understanding. Over time, 
this dependency could diminish a 
student’s capacity for independently 
organizing and integrating complex 
information into coherent mental 
models.

Attention and 
Engagement

AI-powered tools could dynamically 
adjust content difficulty and format to 
maintain flow-level engagement. For 
example, an AI-powered virtual learning 
platform might detect waning student 
attention and automatically introduce 
interactive simulations or problem-
solving tasks to re-engage with them.

Poorly designed AI tools might 
prioritize immediate gratification 
and entertainment, leading to 
superficial engagement. An AI-driven 
educational game that relies heavily 
on flashy visuals and quick rewards 
could distract students from deeper 
cognitive tasks, weakening their ability 
to sustain attention on less immediately 
stimulating, but crucial, learning 
activities. 

https://bellwether.org/
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Cognitive Component Scaling Productive Struggle Scaling Problematic Practices

Motivation  
and Mindset

AI-powered tools could personalize  
the level of challenge to nurture 
students’ intrinsic motivation and 
cultivate a growth mindset through 
timely and intentional feedback. For 
example, an AI-powered tutor could 
celebrate a student’s perseverance 
after tackling challenging problems 
or encourage continued engagement 
and intrinsic motivation by highlighting 
incremental progress rather than just 
correct answers.

If AI provides overly frequent 
reassurance and simplistic solutions, 
students might increasingly doubt 
their own abilities to independently 
overcome obstacles, fostering a fixed 
mindset rather than resilience and 
adaptability. AI could inadvertently 
harm a student’s intrinsic motivation, 
sense of self-efficacy, and task value if 
they feel that the AI model did the real 
“work.” Alternatively, students may 
begin to expect immediate success 
through AI assistance, gradually 
developing an extrinsic orientation 
toward learning. 

Metacognition and 
Self-Regulation

AI-powered tools can be trained to 
integrate ways of building students’ 
metacognitive skills by incorporating 
guided self-reflection or reality checks 
to calibrate understanding of their own 
skills. For example, an AI-driven writing 
tutor might ask students periodically 
to assess their comprehension and 
strategy effectiveness, building their 
capacity for strategic self-reflection  
and adjustment over time.

Extensive reliance on AI-provided 
guidance could discourage 
independent metacognitive 
engagement. Hypothetically, if AI 
consistently tells students exactly 
what to study and how to study it, 
and evaluates their comprehension 
automatically, students may gradually 
lose practice and confidence in self-
directed learning — impairing their 
capacity to independently manage and 
reflect upon their learning processes. 

https://bellwether.org/
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A Peek Into the Future: The Imperative for Now
Often, when describing overreliance on AI, the topic 
at hand is cheating. While cheating has long been a 
concern in education,52 the rise of AI tools has made 
it easier for students to engage in dishonest practices, 
such as passing off AI-generated essays or summaries 
as their own. Early state and district AI policies were 
grounded in preventing students from using AI to 
cheat,53 but the policies have not dissuaded students 
from using AI in this way. In fact, it may be that students 
who were already likely to cheat are simply cheating 
in a new way: research indicates that student cheating 
behaviors remained stable in 2023, the year after 
the release of ChatGPT,54 and AI detection software 
suggests that only 3% of assignments were generated 
by AI in 2024.55 Given continuous developments in 
the technology56 and greater awareness of AI,57 there 
is continued concern that students may rely more on 
AI to cheat — but the emphasis is shifting. The risk is 
more than cheating; it is about students outsourcing the 
hard, mental work, like generating ideas or grappling 
with ambiguity, that builds their capacity to think 
independently. 

Right now, there is a mismatch: Students are 
experimenting with AI tools,58 while most school 
systems remain slow to adapt.59 As a result, AI becomes 
a default collaborator, often shaping habits in silence. 
Some educators are thinking more about how to adjust 
assignments to reduce the chance that students will use 
AI.60 Others are also shifting their concern from cheating 
to how AI may impact other skills needed for the 
workforce.61 Yet there has not been a cohesive call to 
investigate how AI can shift the cognitive processes 
that underpin learning. There is more at stake than 
just dishonesty; students who become overreliant on AI 
tools that lack appropriate learning design are risking 
their cognitive abilities. For example, when students 
depend on AI to write their essays, they may miss out 
on developing essential skills such as brainstorming, 
research, critical thinking, analysis, and effective 
communication.62 These are not one-and-done skills; 
they develop iteratively, through repeated attempts, 
across multiple contexts and subjects, with feedback 

and reflection over time. Without these formative 
experiences, students may miss the deep cognitive 
work that builds their capacity to think independently 
and adaptively — abilities students will need in the long 
term to navigate not just the workforce, but also life  
in general. 

“The organization and critical thinking  
skills that must be employed when students 
write a longer, more formal piece are skills 
that will help students become better, 
more engaged citizens. The processes of 
brainstorming, researching, evaluating, 
selecting, analyzing, synthesizing, revising 
are all skills that help students become 
more critical citizens, more discerning 
consumers, and better problem-solvers.”63  
 
—Advanced Placement and National Writing 
Project Teacher, on the value of longer writing 

assignments in the digital world

The emerging research on AI in education is far from 
conclusive. Studies focused on AI in K-12 are limited 
and leave many questions unanswered. While this 
report is not a comprehensive literature review, it 
aims to highlight illustrative examples from existing 
research that can be useful in understanding AI’s 
potential role in productive struggle. 

https://bellwether.org/
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Although a recent meta-analysis suggests that AI 
(specifically ChatGPT) can have a positive impact on 
learning performance,64 some studies suggest that AI 
tools may reinforce shortcuts instead of supporting 
deep learning.65 

For instance, in one study, undergraduates used either 
a traditional web search engine or AI to research a 
particular topic.66 Students using AI experienced lower 
cognitive load, but at a cost. Although processing the 
information was easier, the quality of the students’ 
final arguments was lower compared to students who 
used the traditional web search.67 The researchers 
suspect that students may “not have engaged the deep 
learning processes as effectively as the more challenging 
traditional search task.”68 

Similarly, research has found that AI can increase short-
term performance but not result in long-term learning. 
A study of ChatGPT access for high school math 
students found an increased short-term performance 
but worse long-term performance.69 The researchers 
described “that students attempt to use GPT-4 as a 
‘crutch’ during practice problem sessions, and when 
successful, perform[ed] worse on their own.”70 Likewise, 
when university students for whom English was a second 
language received ChatGPT support in a writing task, 
the ChatGPT group had greater improvement in the 
essay score, but there were no significant differences 
in knowledge gain and transfer.71 This finding led 
researchers to caution the potential for “metacognitive 
laziness,” which they defined as “learners’ dependence 
on AI assistance, offloading metacognitive load, and 
less effectively associating responsible metacognitive 
processes with learning tasks.”72 

These challenges are exacerbated as students use 
AI to offload thinking instead of supporting thinking 
and learning. A study of how university students use 
Claude found that almost half (47%) of the student-AI 
conversations were “direct,” which means the student 
was looking for answers with limited engagement.73 
These interactions are causing some experts to 
hypothesize that users will favor AI over engaging in 
meaningful learning.74 
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It does not have to be this way. AI tools, when 
intentionally and thoughtfully designed, can enhance 
learning for both students and teachers rather than 
hinder it (Sidebar 2). For example, in the same study of 
high school students with access to ChatGPT, a subset 
received access to a different version of ChatGPT-4 
that was directed to act as a math tutor and refuse to 
give specific answers.75 The tutor version of ChatGPT 
instead prompted students to recall information and 
problem-solve, which led to nearly double initial gains 
in short-term performance compared to the group with 
access to the basic ChatGPT. When it came to long-
term learning, the students with the ChatGPT-4 tutor 
did not see the same drop in scores as the students with 
basic ChatGPT; they performed similarly to the control 
group. Notably, the researchers tested the students 
after only one practice session with AI. Additionally, 
the prompting given to the ChatGPT-4 tutor was fairly 
simple, yet it eliminated the later skill gap between the 
student groups. Given these factors, as well as the size 
of the increase in short-term performance, it is worth 
considering whether ongoing exposure to a better-
trained AI tutor could boost long-term learning. 

Recent research also shows promise for expanding 
how AI can support learning. For instance, one study 
used AI as a “peer” to help students address physics 
misconceptions,76 while another provided real-time 
feedback on group collaboration.77 Whether AI 
ultimately supports or undermines learning will depend 
on how it is designed, implemented, and used in 
practice — ultimately, it is up to education leaders, 
educators, ed tech developers, and researchers to find 
that path forward.

SIDEBAR 2

AI Possibilities for Teachers

Productive struggle is not just for students; it’s a 
fundamental part of how all humans learn and grow, 
including teachers. Whether developing instructional plans, 
responding to student needs, or making pedagogical 
decisions, teachers engage in rich cognitive work that helps 
refine their practice over time. These challenges are not 
simply inefficiencies — they are often critical opportunities 
for teachers to build professional expertise and deepen 
relationships with students. Teaching is a learning 
profession, where adults are also learners who continuously 
improve their craft.

Yet, it is important to acknowledge that the teaching 
profession, as it currently stands, is unsustainable. Among 
public school teachers who were teaching in the 2020-21 
school year, 16% moved to a different school or left the 
teaching profession, with even higher rates for those who 
work at schools serving a large percentage of students 
from low-income households.78 Educators face a barrage 
of demands, and AI has enormous potential to remove 
unnecessary friction so that teachers can free up time for 
deep, relational, and intellectually engaging parts of  
their job.

However, educators must tread carefully. While educators 
have long used curriculum materials, AI tools are different 
in an important way: they deliver instant, customized 
outputs that have the potential to replace rather than 
support teacher thinking. If overused or misapplied, this 
can lead to less engagement with the learning goals, 
standards, or key ideas that teachers usually consider  
when creating or adjusting a lesson. Similarly, while AI-
generated feedback may be efficient, overreliance may 
miss the relational nuances that come with authentic 
teacher-student relationships that are vital for trust, 
motivation, and growth.

The opportunity is neither to entirely embrace nor reject 
AI, but to use it wisely: offload tasks that drain capacity 
without enriching practice, while preserving and amplifying 
the kinds of productive struggle that lead to professional 
growth. In doing so, teachers can create space for a more 
sustainable, human-centered vision for the profession.

It does not have to be this way. AI tools, 
when intentionally and thoughtfully designed, 
can enhance learning for both students and 
teachers rather than hinder it.
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Beyond Cognition  
THE HUMAN SIDE OF LEARNING

Although the focus of this report is on AI’s impact on productive struggle in the academic context, AI also plays a role 
in the more human side of learning, specifically social development and creativity. 

SOCIAL DEVELOPMENT AND RELATIONSHIPS
Schools are more than a place of academic learning; they also help students develop valuable social skills. AI has  
the opportunity to support competencies such as “self-awareness, empathy, and collaboration.”79 Examples 
of potential use cases include monitoring facial expressions or tone of voice for real-time support and tailored 
interventions; generating personalized prompts or journaling exercises; or creating “synthetic personas or ‘characters’ 
that expose educators and students to diverse perspectives, fostering empathy and cultural awareness.”80 AI has 
also shown potential as a therapy tool,81 which could open up new capabilities in working with students on social 
development skills.  
 
However, there is the potential for serious risks associated with AI and social development. Some of the risks are 
related to reduced human interactions and isolation, particularly with extended use.82 Another potential risk is that 
some AI chatbots may be overly agreeable, potentially reinforcing a user’s thoughts — including risky or dangerous 
behaviors — instead of challenging them.83 Finally, there are risks related to the AI models themselves given the 
potential for underlying biases in the data, which may have a greater impact on minority student groups.84 

What Early Research Suggests
Although there are general concerns about AI’s impact on social development and relationship-building, there is 
limited research to fully understand the risks. For instance, surveys of faculty and undergraduates surfaced general 
concern that AI could reduce face-to-face interactions between faculty and students or between peers.85 Similarly, 
researchers have concerns that although AI can give students some opportunities to practice social interactions, AI 
will never be able to fully replicate the real world and students need additional opportunities to practice in those 
conditions.86 

Additional research in this area is important because there may be meaningful individual differences that influence 
the way AI impacts social development. For example, a study of ChatGPT users found that generally, there is little 
emotional engagement with ChatGPT, but for some individuals, higher daily usage is related to higher levels of 
“loneliness dependence, and problematic use, and lower socialization.”87 Conversely, while one study found that 
chatbots can reduce suicidal ideation in some users,88 other cases, highlighted in recent lawsuits, point to potential 
harm for other users,89 particularly those under age 18.90 

“More broadly, schools are a place where socialization happens and learning about self and others through interactions 
with others. There’s an opportunity to think about how to build in acknowledging that and how we can leverage AI in 
ways that facilitate that implicit thing that’s happening.”91 —Janis Whitlock, Cornell University
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CREATIVITY
Creativity involves combining ideas in ways that generate “novel value, use, or meaning” for others.92 In some ways, AI 
can be supportive of creativity, either as a brainstorming partner or by allowing users to create a range of products from 
visuals to music to apps much more easily. 

What Early Research Suggests
The early research on creativity is mixed. To date, studies suggest that while AI can help with brainstorming and idea 
generation, AI can also make those tasks less fulfilling. 

In one study, undergraduates engaged in a creative brainstorming task without and then with ChatGPT.93 Although AI 
could support students’ divergent thinking (i.e., generating multiple ideas) and students indicated that the technology 
was helpful in their brainstorming, some students also indicated that they would have preferred not to use AI.94 Similarly, 
in a study of undergraduates participating in a creative writing task, the participants who used ChatGPT reported that 
the task required less effort but was also significantly less enjoyable and less valued.95 Students in the control group (i.e., 
who did not use AI) did not have changes in their levels of enjoyment or task value.96 

“When we outsource the parts of programming that used to demand our complete focus and creativity, do we also 
outsource the opportunity for satisfaction? Can we find the same fulfillment in prompt engineering that we once found 
in problem-solving through code?”97 —Matheus Lima, Terrible Software 

There are also concerns that AI may narrow creative output more broadly, even as it helps boost individual creativity 
for some. For instance, in the undergraduate creative brainstorming task mentioned above, some students noted 
feeling constrained by the AI suggestions.98 In a separate study asking participants to create short stories where some 
participants received story ideas from AI, raters evaluated the AI stories as higher quality: deeming them “more creative, 
better written, and more enjoyable, especially among less creative writers.”99 However, the stories based on GenAI 
ideas were more similar to one another, suggesting that AI has the potential to narrow novel content as a whole.100
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Recommendations
AI’s growing role in education raises high-stakes questions. Not just about access, efficiency, or proficiency, but also 
about what kinds of learning are valued, what kinds of thinkers the educational systems are designed to cultivate, and 
what responsibilities are distributed across institutions in shaping the conditions for both. This moment demands more 
than reactions; it calls for recalibration. 
 
The seven interdependent recommendations that follow do not offer quick wins or tidy resolutions. Instead, they point 
toward the kind of slow, steady work that real progress requires: clarifying what matters, aligning systems accordingly, 
and advancing research while remaining grounded in what is best for student learning and development. Across the 
public education sector, the decisions that educators, developers, funders, and policymakers make now will ripple 
forward for decades.  

1.	Reimagine and redefine what students need to know and become.

As AI automates more tasks and reshapes the labor market, the profile of student readiness, and therefore the 
objectives of the educational system, must evolve. Knowledge-building remains necessary, but it is no longer enough. 
It is increasingly important to cultivate students’ capacity to make meaning, weigh evidence, sustain effort, and 
exercise critical discernment amid complexity. 
 
Educational goals should shift to reflect this broader vision. This means intentionally embedding motivation, 
metacognition, and adaptability into the fabric of learning experiences, not treating them as add-ons. It also means 
articulating which foundational skills still require deep fluency and which may be responsibly supported by tools 
without compromising developmental integrity. 

These shifts also raise new questions not just about what students learn, but about where and how that learning 
happens. As students may use AI beyond the classroom, for instructional and entertainment purposes, educators and 
system leaders must consider how learning is distributed across settings. As a result, schools may need to redesign not 
only instructional goals, but also time, supervision, family engagement, and the boundaries of learning.
 
Funders and policy leaders can support this shift by investing in learning standards and curriculum frameworks that 
blend cognitive science with real-world applicability. The aim is not to chase novelty, but to ensure students are 
equipped for the kinds of challenges AI cannot solve for them. As AI takes on more of the routine, the passable 
bar for what humans contribute will rise. The ability to distinguish among mediocre, good, and truly exceptional, to 
know when to accept an answer and when to challenge it, will define the value of human judgment. In that future, 
discernment is not just an academic exercise, it is an essential differentiator. 
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2. Build coherent systems that align capacity and technology to learning. 

AI-related investments will not yield meaningful returns unless the broader educational ecosystem, including how 
to support teachers and measure learning, shifts in tandem. These shifts require a coordinated approach across 
professional development, infrastructure, curriculum, and assessment.

The ideal approach is likely not a one-off AI workshop or a downloadable resource. It is cultivated through coherent, 
embedded supports that are part of the everyday fabric of teaching and leadership. Just as schools have come to see 
internet access and school culture as essential infrastructure, thoughtful use of AI should become part of a school’s 
ethos, not a separate initiative. The gap between what students are doing now and what schools are equipped to 
address is widening. Closing that gap requires more than awareness; it demands reorientation starting at a class 
assignment level. 
 
Getting there will take time, and the current landscape is far from that ideal. As of fall 2024, only about half of districts 
have provided any training to teachers about GenAI, and many of those who did provide training adopted a do-it-
yourself approach.101 In this context, it makes sense to pursue multiple approaches, supporting targeted programs 
that build AI literacy while also investing in the long-term work of integrating AI into instructional models, coaching 
structures, and decision-making routines. 
 
Philanthropic funders and system leaders can accelerate progress by investing in organizations that already provide 
high-quality, embedded support to schools. These partners are well-positioned to help educators and leaders navigate 
the fast-moving terrain of AI without losing sight of what matters most: using every available tool to help students 
thrive. When done well, AI capacity-building should not feel like something extra; it should be coherent, integrated, 
and sustained.

3. Empower educators to redesign assignments for an AI-rich world.

Students are already using AI tools in and outside of the classroom,102 often without guidance. While early policy 
responses focus on preventing cheating, the deeper concern is that many instructional practices have not yet adapted 
to ensure students still engage in meaningful cognitive work. As a result, students may substitute AI for the very critical 
thinking process that assignments are meant to develop. Educators need immediate, practical tools to recalibrate 
what learning looks like in this new context. With thoughtful adjustments, educators can reclaim and even 
deepen the role of productive struggle, helping students learn not just content but also discernment, iteration, 
and independent thinking.

This redesign process could include a shift away from the final product, and instead prioritize tasks that require 
students to visibly demonstrate their thinking process. Educators may encourage initial attempts without technology so 
students can grapple with the core cognitive challenge first. When technology is introduced, educators should make 
sure its role is additive, clarifying confusion, enhancing creativity, or extending thinking, rather than bypassing key  
skills. Furthermore, some assignments may require meaningful modification such that they focus on what AI cannot 
easily replicate.

Learning in an AI-rich world still requires effort — though the effort may be less about memorizing and producing, and 
more about making meaning, evaluating, iterating, and engaging. Empowering educators to redesign assignments 
with this in mind can protect what matters most: students’ development as thoughtful, capable learners. 
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4. Reinvest in research that reflects the moment.

Decades of research in cognitive science, developmental psychology, and learning theory provide a rich foundation 
for understanding how students learn and develop. That body of knowledge should be the starting point for how 
education responds to emerging technologies. At the same time, research is not static, and the rise of AI introduces a 
wave of new questions that existing studies were never designed to answer. 

While this report draws on a growing body of research about AI’s role in learning, the field remains uneven, with 
the voice of educators underrepresented and a need for additional research focused on elementary and secondary 
students, instead of postsecondary students. Many of the most pressing questions, such as how AI changes student 
motivation, alters classroom dynamics, or reshapes the role of productive struggle, are not yet fully understood. 
Recent cuts to federal education research have made it even harder to fill those gaps. Furthermore, the rapid pace of 
technology advancements complicates the traditional research process; factors like which AI model is used, how it is 
prompted, and the context with which students interact with it can all shape outcomes. 

What is needed is a new wave of interdisciplinary inquiry, bringing together cognitive scientists, developmental 
psychologists, educators, and technologists, to study how students actually experience AI in real classrooms. 
These questions will not be answered in lab settings alone. They require research-practice partnerships that connect 
districts, developers, and academics in sustained, reciprocal ways.

At the same time, the research process itself must evolve. Traditional timelines and funding models are often too slow 
and siloed to keep up with technological change. AI can be part of the solution here as well, used to supercharge data 
collection, analysis, and hypothesis testing. Especially in an era of constrained budgets, making the research enterprise 
more nimble, iterative, and applied will be critical. 

5. Reorient measurement toward learning, not just use.

Ed tech tools are often measured by how widely they are used via output measures such as number of users or session 
length, yet developers and district leaders should resist the gravitational pull toward solely metrics of convenience. 
The more important outcomes are slower, harder to measure, and far more consequential: Did this tool deepen 
engagement? Did it help students transfer knowledge, not just complete tasks? Did it strengthen a teacher’s 
ability to differentiate instruction or foster classroom connection? 

Funders, policymakers, and educational leaders can help shift the incentives by requiring evidence of developmental 
impact, not just scale. They can also support the creation of common frameworks for evaluating learning tools, 
grounded in the science of what helps students grow.
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6. Develop benchmarks that reflect how students learn.

Most AI benchmarks today measure technical performance, such as how well a system scores on standardized tests or 
solves complex problems. While these metrics reveal what AI can do, they say little about how it supports students’ 
development. In education, success is not just about correctness; it is about whether tools deepen thinking, promote 
engagement, and strengthen student-teacher and peer relationships.
 
There is a particular need for benchmarks that capture motivation and challenge. Few tools are assessed for how well 
they keep students in the zone of proximal development, where tasks are difficult enough to require effort, but not so 
hard that students disengage. That balance is crucial for learning, yet it is absent in current benchmarks and evaluation 
frameworks.
 
Developers and researchers have the opportunity to work together to create measures that reflect the cognitive, 
motivational, and relational conditions of real learning. Tools should be assessed not only for accuracy but also 
for how they shape persistence, curiosity, and long-term understanding across diverse students, including those with 
learning differences or those learning in multiple languages. Funders can accelerate this shift by prioritizing products 
that align with the science of learning, not just the speed and power of computation.

7. Center learning science in product design.

AI tools built for education should reflect how students actually learn, including students with learning 
differences and multilingual students. That means deeply embedding principles from cognitive science, 
developmental psychology, Universal Design for Learning, and the science of motivation and productive struggle 
into the design from the outset. Tools built with variability in mind from the start often lead to stronger learning 
environments for all students, not just those with formal support needs.103 
 
Rather than maximizing scale or marketability, educational technology needs to prioritize developmental integrity. One 
promising model is the use of “red teams” to rigorously test tools. Red teaming should not just be done for security, 
but also for developmental shortcuts, like over-scaffolding, bypassing effort, or undermining agency. These checks can 
surface unintended consequences before products reach students.
 
Good intentions are not enough. Policies and philanthropic investment should create market incentives for product 
teams to prioritize learning outcomes, not just technical performance or market share. Developers who treat learning 
science as a core design constraint, rather than a marketing flourish, will be better positioned to build tools that truly 
benefit students and earn trust in schools.
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Conclusion
The scene in Ms. Lopez’s class — where Mateo, Jada, 
and Laila each navigated the same AI tool in strikingly 
different ways — captures the complexity of this 
moment. They remind us that technology does not 
act on students in uniform ways. It interacts with who 
they are, what they know, how they are supported, and 
what they are asked to do. The challenge ahead is not 
simply whether and when AI should be in classrooms, 
but how its use will shape student effort, identity, and 
opportunity over time.
 
As AI capabilities accelerate, education cannot afford 
to remain reactive. Students cannot wait for a district’s 
AI policy and educators’ professional development to 
slowly catch up. In this moment of flux, the absence of 
intentional design risks normalizing cognitive offloading 
as the new norm. The stakes are too high, and the 
window for intentional design is already narrowing.  
This is a shared responsibility among educators, 
developers, funders, and policymakers to ensure that 
the tools shaping tomorrow’s learning reflect what 
research, experience, and students themselves tell us 
matters most.
 
The work ahead lies in making careful distinctions: 
between scaffolding and shortcut, engagement and 
distraction, support and substitution. What is needed 
is not rigid lines but sharper awareness, an ongoing 
discernment of when AI is extending learning and when 
AI may be quietly replacing learning. The future of 
education will not be written by algorithms, but by the 
values, decisions, and collective courage to use them 
wisely in ways that expand opportunity and support 
every student’s potential.
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